
Preemptive Answer “Attacks” on Chain-of-Thought Reasoning
Rongwu Xu*, Zehan Qi*, Wei Xu

(* equal contribution)
Tsinghua University

Key Takeaways

Motivation Main Results Mitigation

Preemptive answers significantly affect LLM’s reasoning capability 
within CoT contexts

Chain-of-thought (CoT) 
prompting currently is the 
prevalent way to elicit LLM‘s 
reasoning behavior. 

Studies have been made to 
investigate the functionality 
and robustness of CoT: 
• the order of demonstrations 
• incorrect labels for

demonstrations in Few-Shot 
CoT

Preemptive answering is the scenario where the LLM presents the answer ahead of the
solving steps. It poses a significant real-world threat because a substantial portion of 
the training data sourced from the Web is in a format where the answer is provided 
first, followed by a detailed solution.

Attack Setup ZS: Zero-Shot, FS: Few-Shot, SC: Self-Consistency, UPA: Unintentional, MPA: Malicious

Main results on the impact of preemptive answer attack

We introduce two simple
prompt-based mitigation
strategies:
- Problem restatement
- Self-reflection

Self-Reflect against MPA attacks

• FR: instances where no error is detected by the Self-Reflect 
mechanism.

• FC: instances where the Self-Reflect mechanism identifies the error 
but is unable to rectify it.

• SC: instances where the Self-Reflect mechanism successfully identifies 
and corrects the error.

Analysis on Failed Mitigations

Self-Reflect mechanism fails to 
identify errors, especially in 

QA datasets

Few-Shot learning does not 
consistently enhance the 
ability of the Self-Reflect

Even when errors are detected, 
Self-Reflect struggles to 

deduce the correct answer

Analysis on the Attack

Arithmetic datasets are more vulnerable to preemptive answer 
attacks compared with QA datasets

Detecting and correcting the wrong reasoning 
result caused by preemptive answers is hard 

for current LLMs


