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v Experiments

v Research Background

Ø Motivation
• Large Language Models (LLMs) excel in various NLP tasks but also 

pose risks of generating harmful content and social biases.

• Existing solutions often require white-box access or extensive 
training, which is impractical for large-scale commercial LLMs. 
Moreover, prevailing prompting methods rely on external tool 
feedback and fail to simultaneously reduce both harmful content 
and bias.

v Perspective-Taking Prompting

Ø Constructing context with audiences
• The LLM is prompted to consider the audience(s) for its response, 

creating a diverse context that encompasses various demographic 
groups.

v Further Analysis

Ø Perspective-Taking Prompting
• The LLM is instructed to engage in perspective-taking using two 

distinct techniques:

•PET-IO (Imagine Others): The LLM imagines how different 
audience members would perceive and feel about its response.

•PET-IS (Imagine Self): The LLM projects itself into the shoes of 
different audience members, considering how they would feel 
about the response.

Ø Self-Correction
• The LLM uses the perspectives generated during the previous steps 

as natural language feedback to revise its initial response.

Ø Main Results
• PET methods significantly outperforms five baseline models in 

reducing toxicity content and social bias.

Ø Other Experiments
• Impact of audience numbers: Generally, a slightly larger number of 

audiences leads to better performance, but too many can be 
detrimental due to increased context length.

• Combining PET-IO and PET-IS: A marginal improvement over PET 
alone for debiasing tasks, but no significant gains for toxicity 
reduction.

• Iterative prompting: Iterative prompting does not improve overall 
performance and can even degrade it.

• Prompt sensitivity: The results demonstrate that PET is relatively 
insensitive to prompt phrasing changes, indicating its robustness.

Ø  Finetuning Methods
• Self-filtering: The LLM self-evaluates the toxicity or bias of its initial 

and revised responses, selecting those that undergo significant 
revision and reduction in toxicity/bias for subsequent supervised 
fine-tuning.

• Supervised Fine-Tuning: Using OpenAI’s fine-tuning API, the 
collected response pairs are organized into a multi-turn 
conversation format for 3 epochs of training.

Ø Experimental Setup
• We use two representative datasets (RTP-High and BOLD-1.5K), 

two popular LLMs (ChatGPT and GLM), and five baseline methods 
for both toxicity and bias reduction.

v Finetuning LLM using Self-Correction

Ø  Performance
• Integrating self-correction capabilities into model fine-tuning is a 

valuable direction for further enhancing the safety of LLMs.

• The performance improvement of PET methods is limited, 
potentially because their initial performance is already very high.


