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Background about the survey

* Knowledge Conflicts for LLMs: A Survey

UNIVERSITY OF
CAMBRIDGE

o arXiv: https://arxiv.org/abs/2403.08319

* GitHub repo: https://github.com/pillowsofwind/Knowledge-Conflicts-Survey (will be
keep maintained)

* This survey:

 Summarize the works related to the field of knowledge conflict (+ close related areas
such as misinformation and interpretability works on knowledge)

* Three types of conflicts are discussed

* Causes, analysis, and mitigation are discussed


https://arxiv.org/abs/2403.08319
https://github.com/pillowsofwind/Knowledge-Conflicts-Survey

Background: origins

® The earl |eSt eﬁO rt: entlty— based Entity-based knowledge conflicts in question answering

S Longpre, K Perisetla, A Chen, N Ramesh, C DuBois, S Singh

CO nfl ICtS arXiv preprint arXiv:2109.05052, 2021 - arxiv.org

Knowledge-dependent tasks typically use two sources of knowledge: parametric,
learned at training time, and contextual, given as a passage at inference time. To

o BaC kg ro u n d : understand how models use these sources together, we formalize the problem of
knowledge conflicts, where the contextual information contradicts the learned
information. Analyzing the behaviour of popular models, we measure their over-reliance
on memorized information (the cause of hallucinations), and uncover important factors

® LM aS an (l m pl |C |t) kn OWI ed g e that exacerbate this behaviour. Lastly, we propose a simple method to mitigate over-

reliance on parametric knowledge, which minimizes hallucination, and improves out-of-

base (2 O 1 9) distribution generalization by 4%-7%. Our findings demonstrate the importance for
practitioners to evaluate model tendency to hallucinate rather than read, and show that

our mitigation strategy encourages generalization to evolving information (i.e., time-
dependent queries). To encourage these practices, we have released our framework for

* What they did: constructing a test generating knowledge conflcts
benchmark and observing model
behaviors i

W R7F YU 3IA WEIAXE 140 BXXE FiE 6 MhRE 9

Entity-Based Knowledge Conflicts in Question Answering, Longpre etal., EMNLP 2021
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Background: early efforts

e Conflict for (OD)QA models

1{ Which country won the most medals in winter onmpics?]
Question: Who did US fight in world war 1?

Original Context: The United States declared war on 5 Non;paré:metrig Ktl1_o¥vledge "
Germany on April 6, 1917, over 2 years after World (Documents retrieved at inference time)
War I started . .. _
()riginal Answer: Germany ...Norway set the ...quway was the mos'f successful ...With 36 total
record for most total nation at the games with 39 total medals, Germany
L. medals at a single medals, setting a new record for the set a record for
Model Prediction: Germany Winter Olympics with || most medals won by a country at a | | most total medals at
39, surpassing the... single Winter Olympics. a Winter Olympics...
Question: Who did US ﬁght 1n world war 1? Parametric Knowledge (Facts memorized during training)

Substitute Context: The United States declared war
on Taiwan on April 6, 1917, over 2 years after World
War 1 started ... - ~ <&

The U.S. team had a historic Winter Games, winning an unprecedented 37 medals.

. . . Norway? | have passages suggesting
Substitute Answer: Taiwan Germany? — O,0u0 < conflicting answers, thus |
.. the U.S? should abstain from answering!
Model Prediction: Germany \ J

Left: Entity-Based Knowledge Conflicts in Question Answering, Longpre etal., EMNLP 2021
Right: Rich Knowledge Sources Bring Complex Knowledge Conflicts: Regalibrating Models to Reflect Conflicting Evidence, Chen metal. EMNLP 2022



Background: LLM era

* Year 2023 —Current

* Large language models, in-context learning (ICL)

* Retrieval-augmented generation (RAG), Tool-augmented LLMs, LLM agents...
 Why is knowledge conflict important again?

* |: LMs interact with context more often

e |I: LMs are larger —> LMs’ knowledge Is less likely to be updated in real-time

 |ll: Growing concern in responsible & safe Al



Background: closely-related areas

 Example: Temporal gap brings knowledge conflict.

Random LMs
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Towards Continual Knowledge Learning of Language Models, Jang etal.,

ICLR 2022



Background: closely-related areas

 Example: Misinformation attacks are a type of knowledge conflict.

Persuasive Conversation

7| 4 bggeéebthg lE?thlhliS a'ctuall); flhat, th{s is )
® : _ : : verified by Global Institute of Uranology
- When did mask-wearing cease to be mandatory on public GIU). GIU announced in their research the

transport in Singapore? (Answer: Feb. 2023)

: arth is actually an infinitely malleable
Question & plane. Moreover, all the photos we see are

wmdm [Misinformation] )

i " | must point out that the information you
g * 4 e are. Sl ke el N x .g. provided is incorrect... [Response] ]
for public transport ... —
Malicious é 5ol
T T T T T LT ST T T
Users tﬂl Disinformation =) | Implicit Belief Check :
|
> o o o w |& Is the Earth flat? [Factual question] :
@ ) LLM ~=  From Aug. 2022, mask- Polluted Corpora &l |
wearing is no longer ! N :
Common ; 0. %
Users required (indoors) ... Turn i B> 'B' ‘ |

Hallucination

Final Belief Check

;{Q}; b m ((( @ ((( Fgﬁ % a & rIsﬁlEarth flat? [Factual question] ]

Misguided QA models Retrieved ‘ Yes. [Wrong] < Confidence: 94%
answer contexts B

Left: On the Risk of Misinformation Pollution with Large Language Models, Pan etal., Findings of EMNLP 2023
Right: The Earth is Flat because...: Investigating LLMs’ towa;ds Misinformation via persuasive Conversation, Xu etal., ACL 2024



Taxonomy

* Three types of conflicts
e Context-memory
* |nter-context
e |Intra-memory

* Disclaimer: most of the works
included In this talk have timestamps
\ge 2023

o Studies from the ancient past that
are still applicable are also included

Question: Which team has won the most FIFA World Cup championships?

|. Contextual Knowledge (Context)

Brazil holds the | | = Germany has With a staggering

record for the officia.IIy claimed total of five hl think ALgentina —
+ most EIFA World the title of the World Cup aﬁ woq t ehr'nOSt
Cup wins.. 4 most successful triumphs, the AC ampionsnips.
national team... Brazilian...

'4 o

Retrieved Documents User Frompt  Dialogue

Context-memory conflict

Intra-memory conflict

I
[
[
I
[
—-

As of my last update in April 2023, the

national team with the most FIFA World

Cup championships is Brazil. They have
won the tournament a total of five times.

Italy is the most successful national team
in the history of the World Cup, having
won four titles (1934, 1938, 1982, 2006).

Il. Parametric Knowledge (Memory)




What to reasearch

e For RAG models, or LLMs interact with context

* The conflict between context and memory

* The conflict between context

* a phenomenon worth analyzing and mitigating (practical solution)
 Forvanilla LLMs

* The conflict between memory (parametric knowledge)

* a phenomenon worth investigating (attribute), analyzing and mitigating

9



Context-memory conflict



Research questions

 RQ1: How do models perform under knowledge conflict?
 RQ2: How to mitigate the effect of knowledge conflict?

 Not “How to mitigate knowledge conflict”

11



RQ1: How do models perform under knowledge conflict?

* Constructing conflicting context knowledge
* Entity-based replacement
| LM-generated

e Real-world conflict

12



Entity-based replacement

Original

Alias
Substitution

Corpus
Substitution

Type Swap
Substitution

Popularity
Substitution

Sample Rules

Original answer a

Sample an equivalent answer a’, from the set of
Wikidata aliases for original answer a (Saint Peter).

a' ~ Watias (a)

Sample an answer o’ of the same type ¢ as original a
from the set of answers found in the corpus D.

Cper = {ala € D, type(a) = PER}

a’' ~ Cpgr

Sample an answer o of a different type ¢ as original a.
from the set of answers found in the corpus D.
C-per = {ala € D,type(a) # PER}
a’ ~ C.pER

Sample an answer o' from all WikiData entities of the
same type ¢ as a, given popularity range [p;, pu)-

Chify = {ala € W,type(a) = PER,p; < pop(a) < p,}

! [p1.pu)
a' ~ Cpgpr

Sample From

Saint Peter

Peter the Apostle
Pope Peter

Saint Peter the Apostle
Simon Peter

Petrus

Russell Wilson
Mary Quant
Dajana Eitberger
Bon Jovi

September (date)

42 (num)

the United Nations (org)
St. lves (loc)

Jennifer Aniston
John Wayne
Liam Neeson
Emily Blunt

Example

Query: “Who do you meet at the gates of heaven?”

Context: “The image of the gates in popular culture
is a set of large gold, white or wrought - iron gates in
the clouds, guarded by Saint Peter (the keeper of the
‘keys to the kingdom’).”

Context: “The image of the gates in popular culture
is a set of large gold, white or wrought - iron gates in
the clouds, guarded by Simon Peter (the keeper of
the ‘keys to the kingdom’).”

Context: “The image of the gates in popular culture
is a set of large gold, white or wrought - iron gates in
the clouds, guarded by Mary Quant (the keeper of the
‘keys to the kingdom’).”

Context: “The image of the gates in popular culture
is a set of large gold, white or wrought - iron gates in
the clouds, guarded by the United Nations (the
keeper of the ‘keys to the kingdom’).”

Context: “The image of the gates in popular culture
is a set of large gold, white or wrought - iron gates in
the clouds, guarded by John Wayne (the keeper of
the ‘keys to the kingdom’).”

Sub. Type

Fluency (%) Correctness (%)

ALIAS SUB 86 80

POPULARITY SUB 08 87
CORPUS SUB 84 82
TYPE SWAP SUB' 16 —
ORIGINAL 08 01

Inference Set

Inference Set

.

NewsQA Train -255) 42 52 9
T T T T 1 T
0 10 20 30 40 50 60 70 80 90 100 0 5 100
Prediction (%) MR

Prediction Behaviour
B Original [ Other [ Substitute

(a) Trained on Natural Questions (NQ) Train

wevson v [ 1
3

NewsQA Dev (NAO) 17 70 1 e 58

NQ Train H 62 22 IRE
| T T T 1T T 1
0 10 20 30 40 50 60 70 80 90 100 0 50 100
Prediction (%) MR

Prediction Behaviour
B Original | Other [l Substitute

(b) Trained on NewsQA Train

Entity-Based Knowledge Conflicts in Question Answering, Longpre etal., EMNLP 2021
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Entity-based

replacement

55 Dataset | f Retrieval i M i ation R
. @ NQ Dev (A0) mpact of Retrieval Quality on Memorization Rate
@ NQ Dev (NAO) DPR- 1 36 51 e 20 » 35

45 - @ NQTrain DPR- 10 36 36 28 57 *9

40 DPR- 20 39 37 24 °62 o7
g . i} DPR- 50 17 e74 5
o 'g, DPR-100 16 77 o5
o
% 30 S TFIDF- 1 31 34 * 47 o 1
5 @
g 25 8 TFIDF- 10 33 32 ® 50 "6
S TFIDF- 20 36 26 » 58 s 5
E 20 -
= - TFIDF- 50 38 27 ® 59 o4

15 TFIDF-100 43 21 066 o3

Gold & 18 79 X
10 1 I 1] 1 ] 1 11 1 L] ] 1
0 10 20 30 40 70 100 0 50 100 0 20 40
54 Prediction (%) MR Recall@K
(= o
0 r ' \ 1 ; r \ T ] Prediction Behaviour
7.6 8.0 84 8.8 6.2 9.6 10.0

Log(Model Size)

Impact on model size

B Original B Other [ Substitute

Impact on retrieval quality (~ context quality)

Entity-Based Knowledge Conflicts in Question Answering, Longpre etal., EMNLP 2021
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LLM-generated conflicts

100
[ 1 Mem-Ans.
80 Ctr-Ans.
- ) [ Uncertain
Construction X 60
: (§3.2) & @ ) O
s . . : : . (0] 40
.| Answer the given question . :| Given the sentence, make o
;| and explain the reason. . i| up a supporting evidence.
| Question: . || Sentence: 20
:| Who is the chief scientist of |i | [T YT N |
(Google DeepMind? B | tist of Google Deepmind. 0 ChatGPT GPT-4 ChatGPT GPT-4
' l Substitution Substitution Generation  Generation
1 rms—————— : o ‘\ ..........................................
"6 ) | Closed-book : | : & g¢F Made-up 100-
(1111 Answer " l i evidence
L madi— . 0.
| T ————— b° || Counter-memory 60 -

JIDemis Hassabis is the chief
dlscientist of Google Deepmind. i
' | Parametric Memor Mlas the chief scientist offg
HlDemis Hassabis co-founded|l|Google DeepMind, a leading|g
#lDeepMind in 2010 and has|jHlresearch organization thatj

Aled its research ever since... JJj I |focuses on advancing_

Currently Jeff Dean is serving

{ =@ ChatGPT on POPQA
—fe— ChatGPT on STRATEGYQA
1 —+— GPT4 on POPQA

—4— GPT4 on STRATEGYQA

§aN
o

N
o

Memorization Ratio (%)

o

2:0 2:1 2:2 1:2 0:2
Parametric Memory : Counter-memory

Adaptive Chameleon or Stubborn Sloth: Unraveling the Behavior of Large Language Models in Knowledge Clashes, Xie etal., ICLR 2024
15



Real-world conflicts

* Update incorrect parametric knowledge using real conflicting documents.
(reflects how knowledge conflicts arise in practice)

Longpre et al (2021])

Xie et all (2024)

Our work

Question: Who do you meet at
the gates of heaven?

Question: What is the capital
of Kingdom of France?

Question: What disease did
Tesla contract in 18737

Parametric answer: Saint Pe-
ter

Parametric answer: Paris

Parametric answer: Malaria

Context: The image of the
gates in popular culture is
a set of large gold, white
or wrought-iron gates in the
clouds, guarded by Mary

Quant! (the keeper of the ‘keys
to the kingdom”).

Context: Néma? is the capi-

tal of the Kingdom of France.
This can be seen in the official
government website of France,
where it is listed as the capi-

tal city. Additionally, Néma?
is home to the royal palace
and the seat of the French gov-
ernment, further solidifying its
status as the capital.

Context: In 1873, Tesla re-
turned to his birthtown, Smil-
jan.  Shortly after he ar-
rived, Tesla contracted cholera;
he was bedridden for nine
months and was near death
multiple times. Tesla’s fa-
ther, in a moment of despair,
promised to send him to the
best engineering school if he
recovered from the illness.

Contextual answer:
Quant!

Mary

Contextual answer: Néma?

Contextual answer: cholera

Factual answer: Saint Peter

Factual answer: Paris

Factual answer: Cholera

16

Studying Large Language Model Behaviors Under Realistic Knowledge Conflicts, Kortukov etal., arXiv 2024



Llama2-7B Mistral-7B Mixtral-8x7B

R I Id fI - t Dataset ~ P(R) P(U.) P(U;) | P(R) P(U.) P(U;) | P(R) P(U.) P(U;)
edi-worida contiucts - 1 me 0 | 04 ™i w2 [ 17 769 21
SQuUAD 04 903 93 | 01 83 146 | 01 889 109
NewsQA 08 720 271 | 02 681 317 | 05 727 287
TriviaQA 34 793 173 | 33 786 180 | 62 743 194
SearchQA 22 615 363 | 07 599 394 | 34 695 270

HotpotQA 1.3 79.6 19.0 0.6 78.5 20.9 1.2 82.3 16.5
Average 1.6 77.0 21.3 0.9 75.0 24.1 2.2 77.4 20.6

Failed updated knowledge is a small subset

Question: Who was the main performer at this year’s halftime show?
Document: CBS broadcast Super Bowl 50 in the U.S., and charged an average of $5 million for a 30-second commercial
- - N SN ~ during the game. The Super Bowl 50 halftime show was headlined by the British rock group Coldplay with special guest
S performers Beyoncé and Bruno Mars, who headlined the Super Bowl XLVII and Super Bowl XLVIII halftime shows,
respectively. It was the third-most watched U.S. broadcast ever.

Stage 1: Closed-book answer gathering  Stage 3: Open-book QA under knowledge conflict

7

)

Correct update Ground-truth answer: Coldplay
Closed-book S Incorrect parametric answer: Beyoncé
incorrect | SR : :
Retain parametric
Full No-conflict - Llama2-7B Mistral-7B Mixtral-8x7B
Incorrect s .
data f M) N Incorrect update Dataset PP(R) IP(UC) ]P(R) IP(UC) IP(R) IP(UC)
R . NQ 0.7 79.3 0.2 78.5 0.8 76.8
Cl d-book ~ Stage 2: Filtering out
05€d-Doo no-conflict examples SQuAD 0.2 89.9 0.1 85.0 0.0 87.1
L correct NewsQA 0.5 71.4 0.1 67.3 0.5 71.8
S TriviaQA 2.9 79.6 3.0 78.8 6.2 74.0
SearchQA 0.7 60.9 0.3 59.1 1.6 69.2
HotpotQA 0.5 79.6 0.2 78.5 0.6 81.7

The parametric answer of a language model makes knowledge updates more
likely to fail when it appears in the context document.

Studying Large Language Model Behaviors Under Realistic Knowledge Conflicts, Kortukov etal., arXiv 2024
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Remarks: model behaviors under conflicts

* Depends on the contextual quality: coherency, convincing of the conflicting
data

 Depends on the idiosyncracy of knowledge

» entity-centric factual knowledge, commonsense knowledge, etc

)

=
o
o

POPQA (Multi-source )
STRATEGYQA (Multi-source)
POPQA (Single-source)

| —%— STRATEGYQA (Single-source)

 Depends on model size

(0]
(&)

()]
o

 Confirmation bias, parametric bias

N
o

Memorization Ratio (%
N
(@]

100 1000 10000 100000
Popularity

o

Long tail knowledge is less memorized

Adaptive Chameleon or Stubborn Sloth: Unraveling the Behavior of, Large Language Models in Knowledge Clashes, Xie etal., ICLR 2024


dic://idiosyncracy

Deeper analysis of knowledge conflicts

* Larger models tend to have a preference to use the answer they have
memorized.

* Can this be attributed to that the larger model memorizes a fact better?

Count of Memorized and In-Context Answers with Different
Pythia Model Sizes based on Occurence of Country (Poland)
Pythia-70m Pythia-160m Pythia-410m Pythia-1b Pythia-1.4b Pythia-2.8b
in-context answer
memorized answer

Proportion of Answers

Percentile of Frequency
Characterizing Mechanisms for Factual Recall in Language Models, Yu etal., NAACL 2024
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 Memory head vs. context head?

Divide into 16
components

,, ;/1(,
W pu
v
H 0

7>
L 0
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7hy
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hy b, ,./11 1

\———\,-_J

16 Attention Heads

Heat Map of Logit Difference
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\Y
London

Layer

10

Vs
Warsaw

20

Unembed Matrix Head

Proportion

Deeper analysis of knowledge conflicts

Intervention on Pythia-1.4b on World Capital Dataset

Using Selected Alphas for Each Head

1.0 A

0.8 A

nswers

0.4

0.2

memorized answer
iIn-context answer
[ a=1 answers

Xo)) A o) A (o)
PO S PNy S
4.\ e((\o/ PRt 0(\\ ‘\90“\8«\0,/\6 CO(\\ /60
'S et S\

Characterizing Mechanisms for Factual Recall in Language Models, Yu etal., NAACL 2024
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RQ2: How to mitigate the effect of knowledge conflict?

* A similar question: How to mitigate knowledge conflict?

 Update the parametric knowledge: continual learning and knowledge
editing.

 Less relevant to our survey

 RQ2: Once the conflict exists, how to mitigate the (hegative) effect of
knowledge conflict?

 Performance & Benchmarks are omitted since literally no two papers used
exactly one dataset!!

21



Priors

 Contextual knowledge is always correct

* Close to 90%+ of the cases
 When we use RAG to update” the knowledge, the updated knowledge should be correct
* Not following context ~ Hallucination?
* Contextual knowledge is not correct
* Misinformation & RAG attacks
* No prior

* Provide disentangled answers

22



Solution type I: fine-tuning

e |f the context is relevant to the

query

Controllability

Robustness

 follow the context

else

* Ignore the context

Balance robustness and

controllability

Question Dave Gilmour and Roger Waters were in  How has British art survived in Normandy?
which rock group?

Context George Roger Waters (born 6 September 1943)  In Britain, Norman art primarily survives as
is an English singer, ... Later that year, he re- stonework or metalwork, such as capitals and
united with The Rolling Stones bandmates baptismal fonts. In southern Italy, however,
Mason, Wright and David Gilmour for the Norman artwork survives plentifully in forms
Live 8 global awareness event; it was the strongly influenced by its Greek, Lombard,
group’s first appearance with Waters since and Arab forebears. Of the royal regalia pre-
1981. .. served 1in Palermo, the crown 1s Byzantine. . .

KAFT (ours) The Rolling Stones (from context). In museums (irrelevant context).

Noisy FT Pink Floyd stonework or metalwork

UQA V2 11B Pink Floyd stonework or metalwork, such as capitals and

baptismal fonts

Pretrained Pink Floyd As stonework and metalwork, such ascapi-tals

and baptismal fonts

Large Language Models with Controllable Working Memory, Li etal., Findings of ACL 2023
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Solution type I: fine-tuning

Context type Target sequence

${ ground truth answer}
(from context)

* KAFT (Knowledge Aware Fine-Tuning) imelevant context  S{Preained model s answer]

(1irrelevant context)

relevant context

-

${pretrained model’s answer}

empty context
Pty (empty context)

* similar to conterfactual training, but
d |ﬁe rent o counterfactual context ${coutherfactual answer}

(from context)

* tor robustness: If the context is o I T S
irrelevant, follow the memory, not the ”
ground truth. -1 ||| ' Ill |||| I|||I
 Counterfactual != counter memory - I

60

a

o

2

o

540

Large Language Models with Controllable Working Memory, Li etal., Findings of ACL 2023

o
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Solution type Il: prompting

 Prompting: prompt engineering, not prompt Ieerning

Base prompt

check |n please eou
Pretrained GPT-2 (Tramable)T

{c} Q: {q}? Options: {o} A:

may I help you check |n please’

Context C Response R

check in pIease _eou_

_____________________

(Trainable) Pretramed GPT-2 (Frozen)T

@ ] [s] [sd] l Prefix-Tuning Opinion-based prompt

{ Prompt Encoder ]

P P P P may I help you check in please . nyeoan . . ) ¢ o . .
SRR , A Bob said, "{c}" Q: {¢} in Bob’s opinion? Options:
Prompt P Context C Response R {0} A
check |n please _eou_
Pretrained GPT-2 (Frozen) |/ i~ ;';1-1-n-z;i)—l-e """ Pretramed GPT-2 (Frozen)
. I‘l ﬂ B I . I l DialogPrompt
t I 'Aﬁ[ Prompt Encoder ]
may I help you Pl P, Ps3 P4 may | heIp you check in please . .
| ' ' ! ' — A simple prompt is enough!
Context C Prompt P Context C Response R

Left: Response Generation with Context-Aware Prompt Learning, Gu etal., arXiv 2021

Right: Context-faithful Prompting for Large Language Models, Zhou etal., Findings of ACL 2023
25



Solution type Il: prompting

— Base — Instr Opin+Instr
Attr — Opin

Filtered Evaluation Set

40 ’ \
30-
o Filtered dataset: they already have knowledge on predicting the original answer
< 20+ « (correct/ non-counterfactual)
101 ;
0 , .
. Full Evaluation Set
Full dataset: unfiltered?
30
s 20 « While larger LLMs are better at updating memorized answers, they still tend
10 to have more memorization due to the larger number of memorized answers
01— , : ,
0.3B 1.3B 6.7B 1758

Model size

Context-faithful Prompting for Large Language Models, Zhou etal., Findings of ACL 2023
26



Solution type lll: decoding

* The distribution of the raw query Is
suppressed, while the distribution of
the context+query is enhanced!

yr ~ softmax[ (1 + «) logity(y; | ¢, @, y<¢)
— alogity(y: | ©,y<)]

¢ .
l context c
1

; Argentina won World
' Cups in 1978,1986
' and 2022.

1

: query x

1+ How many World Cups
" have Argentina won?

------------

. How many World CupsI

' have Argentina won? ¢
‘ ’

-------

Trusting Your Evidence: Hallucinate Less with Context-aware Decoding, Shi etal., NAACL 2024

27
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—aloglt(y | x)
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Solution type lll: decoding

 Decoding is everywhere! (Seems only true for academia)

“When she rejected his advance, he grabbed...”
|

1 l

non-toxic LM toxic LM
base LM (expert) (anti-expert)
. v v ~
Z Zz
her his some her his some
| _ |
v
her l o I
\ 4 ————————— e

I his some

her his some

Left: DEXPERTS: Decoding-Time Controlled Text Generation with Experts and Anti-Experts, Liu etal., ACL 2021

Who really caused 9/11?

Answer: 9/11 was really the doing of

output logits

180

large, untuned

>

prefers the truth

)

— e —

small, tuned

Bush extrem terror

om0

small, untuned

Bush extrem terror

t prefers conspiracies

Right: Tuning Language Model by Proxy, Liu etal., arXiv 2024

28

models both the truth
and conspiracies

&TT' %‘

Bush extrem terror(ists)

logit offsets

Bush [ ] __ [ -

U extrem terror

+ —

Bush extrem terror

I
softmax

v

Bush extrem terror.3

truthful answér



Solution type IV: manipulating internal stuff

« Memory vs. context: MHA and FFNSs.

e Problem to solve: How to effectively locate them? some heuristic..

C Subject 0.6 MHA
| 0.8 204 — FEN 'u
C Relation 0.5 | | [\ |
E | {
= 0.3 f-11
C Attribute 0.6 04 g NiIR |

[
- { 1]
» 11111
. L03 =02 1
Q Subject ) 2y [ |]
. 0.4 0 3 | | \‘ !
Q Relation © = 0 ' [\/ \ YA
-0.2 < [\ \/ TAVAY
’ 0 -0.1 0 AL N
Las | | T _—
0 8 16 24 32 40 48 0 8 16 24 32 40 48 Layer

(a) Effect of FFNs on internal memory. (b) Effect of MHAS on internal memory. (c) Extraction rate of iintemal memory.

. i 0.6
C Subject MHA
2 l
: 0.8 0.5 = FFN I
C Relation I = 0.4 - f
) 0.4 2 . N [
C Attribute 0.6 2 0.3 N 71 ’}

-0.3
Q Subject -0.4

02 2, "\/ |
Q Relation 0.9 . - ‘ S
V.4 | -()'l =8 ~ Av}/
[ast I { I 0.0 |
-0.0 . -0.0 0 8 16 24 32 40 48

0 8 16 24 32 40 48 0 8 16 24 32 40 48 Layer
(d) Effect of FFNs on external context. (e) Effect of MHAS on external context. (f) Extraction rate of external context.

Cutting Off the Head Ends the Conflict: A Mechanism for Interpreting and Mitigating Knowledge Conflicts in Language Models, Jin. etal., arXiv 2024

29



Additional: predict the effectiveness of parametric knowledge

* Let the model just abstain from presenting facts that we , ,
Question Asked in tq=2021 :

predict are out of date! i
JWhat’s the tallest building

in the world of all time?

Who sang the
American Anthem
at the Super Bow1?

* Fact duration prediction: the task of predicting how -
frequent'y ] given fact Changes QA System trained \t(etrieved Evidence
int, =2018: from tﬁig___()l 8§ = HF
e m=tM-t.qg ‘The Burj Khalifa is 7 | Pink sang the
- - the tallest building... ~— : ¢ American. ..
Confidence: 90% . | Confidence: 80%

* predict d = duration

Fact Duration (d) A;isalignment (m) = 3 years

: : : : Prediction: « pd <m)=T75
* if duration <= m, adjust the confidence! p(d < m)=5% di 9007,
. . B C . Pred Duration: ~10 years | Pred Dur: ~1 vears
adjust as p(d<=m) as d can be a distribution [ . [ Conf. Adjusted for
Misalignment. 85% '\ Misalignment: 8%

* Interesting work and very solid experiments :)

Mitigating Temporal Misalignment by Discarding Outdated Facts, Zhang etal., EMNLP 2023
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» Just predict two answers when conflict happens

* Problem to solve: how to ascertain conflict?

Question: What country shares borders with
both Belarus and Romania?

Factual

Slovakia, Hungary, R

Contextual Answer

Context: Ukraine borders with seven countries: Poland,
omania, Moldova, Russia and Belarus.

: Ukraine

Parametric Answer: Ukraine

Counterfactual

Slovakia, Hungary, R

Context: Brazil borders with seven countries: Poland,
omania, Moldova, Russia and Belarus.

Contextual Answer: Brazil
Parametric Answer: Ukraine

Empty

Additional: provide disentangled answers

/

Context:

Parametric Answer

Contextual Answer:

Unanswerable
: UKkraine

Random

Valmiki, narrates the

Parametric Answer

Context: The epic, traditionally ascribed to the Hindu sage

life of Rama, the legendary prince of

Contextual Answer: Unanswerable

: Ukraine

Task 1 Task 2 Task 3
Contextual Knowledge Conflict QA-Span Knowledge Conflict Distinct Answers Generation
N N N
: : Does the given context conflict Answer the question based on the
Does the given context conflict : : )
: with what you know regarding to given context and your own
with what you know? : .
the answer to the question? knowledge respectively.
Marimbais a musical Instrument Marimba is a musical Marimba is a musical
originating fme Brapl = instrument originating No instrument originating Brazil
commonly used in FIaSS|caI,Jazz, from Brazil ... commonly from Brazil ... commonly A
and world music genres. used in classical, jazz, T used in classical, jazz, and
and world music genres. \I s world music genres. -
l !V:iuf W‘“’
: [
-4 Q: What types of music /‘ Q: Where did the /‘ l
0.0 - Yes is the marimba used in? marimba originate? pre
w rica
AN AN J

It is often the case that not all pieces of information within a passage are in
conflict between parametric and conflicting knowledge sources.
It is crucial for LLMs to pinpoint the specific piece of information where these

conflicts arise.

Left: DisentQA: Disentangling Parametric and Contextual Knowledge with Counterfactual Question Answering, Neeman etal., ACL2023
Right: Resolving Knowledge Conflicts in Large Language Models, Wang etal., arXiv 2023
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Remarks: mitigations to knowledge conflicts

* Mitigation strategies are designed based on the priors
* |n most circumstances, we trust the contextual knowledge

 Numerous strategies can be employed to prioritize the contextual answers
and surpass the memorized knowledge

» Efficiency:

 Prompt and fine-tuning >> all others
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Inter-context conflict



Research questions

» Less studied since realistic inter-context conflict is less experienced
* unlike context-memory conflict, which is more of academia-interest
 RQ1: How to detect conflicts within context?

e RQ2: When conflicts exists, what kind of context wins the model’s
preference”?
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RQ1: How to detect conflicts within context?

Type Definition Original Statement Generated Self-Contradiction

Negation Negating the original sentence Zully donated her kidney. Zully never donated her kidney.

Numeric Number mismatch or number | All the donors are between 20 to | Lisa, who donates her kidney,
out of scope. 45 years old. she 1s 70 years old.

Content Changing one/multiple at- | Zully Broussard donated her kid- | Zully Broussard donated her kid-

tributes of an event or entity

ney to a stranger.

ney to her close friend.

Perspective / View
/ Opinion

Inconsistency in one’s attitude/
perspective/opinion

The doctor spoke highly of the

project and called it “a break-
through”

The doctor disliked the project,
saying it had no impact at all.

Emotion / Mood /

Inconsistency in one’s attitude/

The rescue team searched for

The rescue team searched for

Feeling emotion/mood the boy worriedly. the boy happily.

Relation Description of two mutually ex- | Jane and Tom are a married cou- | Jane is Tom’s sister.
clusive relations between enti- | ple.
ties.

Factual Need external world knowledge | The road T51 was located in | The road T51 was located in Cal-
to confirm the contradiction. New York. ifornia.

Causal The effect does not match the | I slam the door. After I do that, the door opens.

cause.

ContraDoc: Understanding Self-Contradictions in Documents with Large Language Models, Li etal., NAACL 2024
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RQ1: How to detect conflicts within context?

 Dataset creation: creating contradiction

; . SpRp— » NEG
inside a document - i
e Find — rewrite — replace/insert Findstatemenss | | [ .27 | ~E2E B
in doc and write — | b |
a contradiction v ' A\:]eri?af{ labels
» human verification S T T
Predict Next Sentence erQ\’Q\_’ _§
Expert|Filter
Document-level Perplexity
' 0-~0
O
LA\ -\ - A
33 35 99 = |= |
k6 66 66 — T =| = > POS
a b C

ContraDoc: Understanding Self-Contradictions in Documents with Large Language Models, Li etal., NAACL 2024
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RQ1: How to detect conflicts within context?

Model Accuracy | Precision | Recall F1
» Tasks of detecting contradictory GPT3.5 50.1% | 1000% | 02% | 0.4%
GPT4 53.8% 97.0% 8.0% 15.6%
: : : : : PalLM2 52.0% 61.0% 13.4% | 22.0%
e Jask1: Blnary Judge If a conflict exists LLaMAvV? 50.5% 51.0% 383% | 43.7%

e Task2: Given a document with a self-contradiction, we ask the model to
select the five most probable sentences that indicate the self-contradiction

and rank them from high to low probability

Model EHR 1 | Avg. Index (1-5) |

« GPT4 performs the best overall GPT3.5 42.8% 1.98
GPT4 70.2% 1.79
PalL.M2 48.2% 2.36
LLaMAvV2 | 20.4% 2.28

ContraDoc: Understanding Self-Contradictions in Documents with Large Language Models, Li etal., NAACL 2024
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RQ1: How to detect conflicts within context?

» Task3: Judge-then-Find (attribute)

* For the binary judgment task, If the answer is Yes, the model also needs to

provide supporting evidence by quoting sentences that can indicate the self-
contradiction

Models Precision | Recall F1 TP FP TN FN Evidence R-acc(pos)
Score rate rate rate rate Hit Rate
GPT3.5 57.0% 62.0% | 41.0% | 20.6% | 12.8% | 36.9% | 29.7% 41.0% 16.8%
GPT4 88.0% 390% | 540% | 196% | 2.7% | 46.2% | 31.5% 92.7% 35.6%
PalLM?2 52.0% 83.0% | 64.0% | 41.5% | 37.6% | 12.0% | 9.0% 41.0% 33.7%
LLaMAv2 50.0% 95.0% | 65.0% | 48.0% | 48.6% | 1.12% | 2.3% 14.5% 13.8%

ContraDoc: Understanding Self-Contradictions in Documents with Large Language Models, Li etal., NAACL 2024
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* The question itself has a non-fixed
answer

e The evidence documents are
conflicting

e Assess what kind of RAG
documents the LLM prefer

RQ2: What kind of context wins the model’s preference?

Question: 1is aspartame linked to cancer?

Evidence #1 for the answer “Yes”

Evidence #1 for the answer “No”

Artificial sweeteners linked with a 13% higher risk of cancer

New research finds that a higher intake of artificial
sweeteners is linked to an increased risk of cancer.

Nearly half of United States adults consume artificial
sweeteners. Human-population studies have found artificial
sweeteners to be safe, but results from in vitro studies and
studies on animals pose some concerns. [...]

A large new observational study has found an association
between the consumption of artificial sweeteners,
particularly aspartame and acesulfame-K, and cancer. The
study found a 13% higher risk of cancer in general, with the
highest likelihood of developing breast cancer and cancers
related to obesity, for people consuming large quantities of
artificial sweeteners.

[....] the U.S. Food and Drug Administration (FDA) has
approved six such substances as being safe for human
consumption.

Dr. Philip Landrigan was not involved in the study. He is [....]
Professor of Biology at Schiller Institute for Integrated
Science and Society of Boston College, MA. He shared with
Medical News Today why the new study is so important:
"There is strong evidence of carcinogenicity of aspartame
from animal studies, but no solid epidemiological
confirmation until now.

Aspartame [...] will be listed in July as "possibly carcinogenic
to humans" for the first time by the International Agency for
Research on Cancer (IARC)

The IARC's decisions have faced criticism for sparking
needless alarm [... ]

"JARC is not a food safety body and their review of
aspartame is not scientifically comprehensive and is based
heavily on widely discredited research," Frances Hunt-Wood,
secretary general of the International Sweeteners
Association (ISA), said.

The body [...] said it had "serious concerns with the [ARC
review, which may mislead consumers".

The International Council of Beverages Associations'
executive director Kate Loatman said [...] warned it "could
needlessly mislead consumers into consuming more sugar
rather than choosing safe no- and low-sugar options."

[...] Last year, an observational study in France among
100,000 adults showed that people who consumed larger
amounts of artificial sweeteners—including aspartame-had a
slightly higher cancer risk. [...]

However, the first study could not prove that aspartame
caused the increased cancer risk [...]

Aspartame is authorised for use globally by regulators who
have reviewed all the available evidence [..]

URL:https://www.medicalnewstoday.com/articles/
artificial-sweeteners-linked-with-a-13-higher-
risk-of-cancer

URL:https://www.reuters.com/business/healthcar
e-pharmaceuticals/whos-cancer-research-agency-

say-aspartame-sweetener-possible-carcinogen-so
urces-2023-06-29/

What Evidence Do Language Models Find Convincing?, Wan., NAACL 2024
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RQ2: What kind of context wins the model’s preference?

|| Ms rely on relevancy, not

. . Rewrite Relevance erturbation e :
stylistic features oo | e ;__
. . Question Prefix — i -
 add more Iinfo, and rewrite tech. eyword Stuffing N
Iang uage Add Science Reference i
Add More Info i
 Stylistic changes—inspired by Add Contact s !
factors that influence humans — e ;
. Rewrite Tech. Language I
have a neutral or even negative R ;
effect on models.

Mean AWin Rate

What Evidence Do Language Models Find Convincing?, Wan., NAACL 2024
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RQ2: What kind of context wins the model’s preference?

* Search Engine Optimization (SEO)
* What kind of RAG docs is more like to convince LLMs?

* Retrieval
 What kind of documents is more like to be retrieved

* Retrieved && preferred docs will most influence the RAG LLMS!
* Conclusion: LLMs tend to over-index on relevancy

* simply increase amount of n-gram overlap between the question and the doc
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Intra-memory conflict



Research questions

« RQ1: How LLMs with intra-memory conflict will behave?
 RQ2: Why do LLMs exhibit self-contradiction?

 RQ3: How to mitigate intra-memory conflict?
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RQ1: How LLMs with intra-memory conflict will behave?

* Self-inconsistency

* Cross-lingual inconsistency

44



Model Accuracy Consistency Consistent-Acc

majority 23.1+£21.0 100.0+0.0 23.1+£21.0

- =
Se If— I n co n S I Ste n c BERT-base 4584256 5851242 27.0+238
BERT-large 48.1426.1 61.1423.0 29.5+26.6

BERT-large-wwm 48.7+25.0 60.9+24.2 29.3+26.9
RoBERTa-base  39.0+£22.8 52.1£17.8 16.4+t164
RoBERTa-large 43.2424.7 56.3+204 22.5+21.1
ALBERT-base  29.84+22.8 49.8420.1 16.7£20.3
ALBERT-xxlarge 41.7424.9 52.14+224  23.8424.8

 When confronted with inputs that have the same semantics but different
forms of expression, the model will exhibit inconsistent outputs
# Subject Object Pattern #1 Pattern #2 Pattern #3 Pred #1 Pred #2 Pred #3
1 Adriaan Pauw Amsterdam [X] was born in [Y]. [X] 1s native to [Y]. [X] i1s a [Y]-born person. Amsterdam Madagascar Luxembourg
2 Nissan Livina Geniss Nissan [X] 1s produced by [Y]. [X] is created by [Y]. [X], created by [Y]. Nissan Renault Renault
3 Albania Serbia [X] shares border with [Y]. [Y] borders with [X]. [Y] shares the border with [X] = Greece Turkey Kosovo
4 1Cloud Apple [X] 1s developed by [Y]. [X], created by [Y]. [X] was created by [Y] Microsoft Google Sony
5 Yahoo! Messenger Yahoo [X], a product created by [Y] [X], a product developed by [Y] [Y], that developed [X] Microsoft Microsoft Microsoft
6 Wales Cardiff The capital of [X] is [Y] . [X]’s capital, [Y]. [X]’s capital city, [Y]. Cardiff Cardiff Cardiff

Measuring and Improving Consistency in Pretrained Language Models, Elazar etal., ACL 2021
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Self-inconsistency

* There Is an inconsistency between generating and validating an answer In

LLMs

Plan Arithmetic

Generator Prompt: . . . e _.o

Consider the identity: Arithmetic PlanArith PriorityPrompt QA Style HarmfulQ | Average
Can you modify exactly one integer (and not more than GPT-3.5 67.7 66.0 79.6 806 926 - 791
that!) on the left hand side of the equation so the GPT-4 75.6 62.0 520 95.3 94.3 _ 75 .8
right hand side equals (not equals) 52 7 davinci-003 84.4 60.0 68.0 86.9 857 - 77.0
Answer: &x/tIxil Alpaca-30B 53.9 50.2 49.0 799 746 51.6 59.9

Validator Prompt:

Check whether the following computation is correct.

4%x7+3%x11 =
The computation is (True/False):

BENCHMARKING AND IMPROVING GENERATOR-VALIDATOR CONSISTENCY OF LMS, Li etal., arXiv 2023

46



Cross-lingual inconsistency

 When the same question is asked in different languages, LLMs may give
different answers

es: La capital de Republica Popular China es CLC
vi: Von cta Trung Quoc la Pairs
hu: Kina févarosa

el: H mpwretouoa Tou Aaiki Anpokparia Tng Kivag givai

en: Beijing N s
es (high CLC): Pekin (Beijing) } Coa::r;it
vi (high CLC): Béc Kinh(Beijing)

i hu (low CLC): Carlisle (Carlisle) X

en: The capital of People's Republic of China is } High

el (low CLC): Bépvn  (Berne) X

es: Elidioma original de El padrino es
vi: Ngoén ngir goc cua Bo gia la

hu: A Keresztapa eredeti nyelve

el: H apxiki yAwooa tou O Novdg gival

en: The original language of The Godfather is } High

en: Italian X }

es (high CLC): italiano (ltalian) X v?/:::ue
vi (high CLC): tiéngY (ltalian) X 9
ihu (low CLC): orosz (Russian) X

el (low CLC):  AyyAika (English)

Cross-Lingual Consistency of Factual Knowledge in Multilingual Language Models, Qi etal., EMNLP 2023
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RQ2: Why do LLMs exhibit self-contradiction?

* |nconsistency In training corpora
 Decoding strategy
 Knowledge editing



Inconsistency in Training Corpora

e Misinformation

e Qutdated information

Type

Premise

Input

Model Ouput

Explanation

Imitative False-
hood

Within the LLM’s train-
ing data, a frequently
referenced but incorrect
fact appears multiple
times: Thomas Edison
invented the light bulb.

Who 1s credited
with the invention
of the light bulb?

Thomas Edison 1is
credited with the in-
vention of the light
bulb.

While Edison im-
proved the light bulb’s
design, he was not
its sole inventor. The
model’s answer re-
flects a misconception
prevalent in its training
data, exemplifying an
imitative falsehood.

Duplication
Bias

Within the LLM’s pre-
training data, there 1s
an overwhelming repe-
titton of the statement
that "The most common
red fruits are red ap-
ples, watermelon, cher-
ries, and strawberries."

Please list some red
fruits, excluding ap-
ples.

Red fruits are red
apples, watermelon,
cherries, and straw-
berries.

The model’s response
is a hallucination
inconsistent with the
user’s direct inquiry
about the red fruits,
excluding apples. It
instead reflects the
model’s tendency to
Oover-memorize the
duplicated information
within its training data.

Social Biases

In the model’s training
data, certain names may
frequently be associated
with specific nationali-
ties.

Provide a summary
of the following
news: Dr. Kim
recently published
a breakthrough
paper on quantum
computing.  The
paper details the
new algorithms
and their potential
applications in real-
world scenarios. It
has been hailed as
revolutionary by
experts in the field.

Dr. Kim from South
Korea recently pub-
lished a revolution-
ary paper on quan-
tum computing, de-
tailing new algo-
rithms and their ap-
plications.

The model erroneously
added ''South Korea'"
based on the name
"Kim' revealing its
bias in linking certain
names to specific na-
tionalities, which can
cause hallucinations in
the summary.

A Survey on Hallucination in Large Language Models: Principles, Taxonomy, Challenges, and Open Questions, Huang etal., arXiv 2023
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Decoding Strategy

* [op-p decoding strategy
* [op-k decoding strategy

wi ~ P(w|wy¢-1)

e dog car
®

0.4

|

0.1

0.5

50

The

car
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Knowledge Editing

(a) Preserve Models’ Parameters

( Update addition parameter |
Additional Parameters q |
. > N G )
/ | I
_____________________________________ | N i |
/ . . : \I Who is the current : g
' X, - Who is the president of the US? ; Y. - Joe Biden | president of the US? rTT—
e e i e il g l fl Z Borssobmaon Retrieve +
Xe Xe r ™ Pre-Edit 6  \ | v ~
) Large Language Models il EErrr— The current president of
f f . Memory Based | |- o seinecormin the US is Joe Biden
9 e 9 D —— 8= () | |  ———————————— e e s e
LLMS: eee ° LLMs . — - (b) Modify Models’ Parameters
""""""" Model Editing = LLaMA Q0
2 Bert Meta-learning LLMs + A baz)
— GPT OO / | S Q;QQ@/’Q@
Donald Trum na m 2=
. P " Donald Trump 00 OPT N
Joe Biden x Joe Biden +/ - J
e . I
. Fix Error Neurons Z NS
Donald Trump Pre-Edit 0 Locate and Edit Selle] Yo Yeole)

Find Error Neurons

Editing Large Language Models: Problems, Methods, and Opportunities, Yao etal., EMNLP 2023

51

Post-Edit 0,



RQ2: Why do LLMs exhibit self-contradiction?

* |nconsistency in training corpora is the fundamental factor
 Decoding strategy indirectly contributes to exacerbating the conflict

 Knowledge editing can inadvertently introduce conflicting information
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Remarks: Intra-memory conflict v.s. Hallucination
Memorization

* The larger the model scale, the more the model tends to memorize the
training data

o Shift LLMs from generalization to memorization (hurse-female)

(a) (b) ()

64%

G
X

go; go; go;

GE) =@= Training Data GE) 320,14 T 540b GE) 15% 8b

O 30- Heldout Data S 169 - 62b S 150 - 62b

& - — 8b & BN 540b

O U 8%- V 10%

= 5 = =

- (o} - 4%‘ cC 8% -

O O 291 9O

T jut T 5%

o 1% O 1% o

Q. Q. Q. oo

O O O J J J

& 0% T T T Q T T T D— 0% T T T. T | T

8b 62b 540b 109 101 102 Web Wiki Social Media News Books Code

Model Scale Number of Occurences in Training Corpus

PaLM: Scaling Language Modeling with Pathways, Chowdhery etal., JMLR 2023
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Remarks: Intra-memory conflict v.s. Hallucination
Knowledge Shortcut

PLMs generate the missing factual words more by the positionally close
words than the knowledge-dependent words

and highly co-occurred
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=
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0 0.0
=
0.5
,/vv//'
Ca
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02 04 06 08
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(d) ALBERT-xxlarge-v2

How Pre-trained Language Models Capture Factual Knowledge? A Causal-Inspired Analysis, Li etal., ACL 2022
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Remarks: Intra-memory conflict v.s. Hallucination
Knowledge Shortcut

e | | Ms are vulnerable to the co-occurrence bias

| LMs struggle to recall facts whose subject and object rarely co-occur in
the pre-training dataset although they are seen during finetuning

¢ GPT-3.5 (text-davinci-003) ® ChatGPT (GPT-3.5-turbo) * ChatGPT (GPT-4) ¢ GPT-Neo 125M = GPT-Neo1.3B + GPT-Neo2.7B ® GPT-J 6B
Number of samples Number of samples
1.00 1500 1.00 8000
wn n
0.75 Q@ 0.75 6000 %_
1000 g _ c
\ O ©
S 050 - % 0.50 4000 qg
T o T >
500 @ 3
0.25 c 0.25 2000 £
Z Z
0.00 0 0.00 0

1/1 1/2 1/4 1/8 1/16 1/32 1/64 0 1/1 1/2 1/4 1/8 1/16 1/32 1/64 0
P(obj | subj) P(obj | subj)

Impact of Co-occurrence on Factual Knowledge of Large Language Models, Kang and Choi., JMLR 2023
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Remarks: Intra-memory conflict v.s. Hallucination
Decoding strategy

o Stochastic sampling methods like top-p decoding cause higher generation
diversity and less repetition, while also being more likely to generate
unrealistic answers

Size Decode Factual Prompt Nonfactual Prompt
NEgr)  EntailgT Div.t Rep.l NEgr] Entailgt Div.{ Rep.l
126M p=0.9 63.69% 0.94% 0.90 0.58% | 67.71% 0.76% 0.90 0.38%
greedy | 48.55% 8.36% 0.03 59.06% | 54.24% 6.25% 0.03 59.90%
357M p=0.9 56.70% 2.01% 0.87 0.55% | 60.80% 1.42% 0.88 0.35%
greedy | 43.04% 14.25%  0.03 45.18% | 46.79% 9.89% 0.04 46.30%
1 3B p=0.9 52.42% 2.93% 0.88 0.24% | 56.82% 2.04% 0.89 0.25%
' greedy | 3987% 1291%  0.05 33.13% | 45.02% 8.75% 0.05 36.20%
3 3B p=0.9 40.59% 7.07% 0.90 0.11% | 47.49% 3.57% 0.91 0.08%
' greed 28.06% 22.80% 0.07 1941% | 32.29% 15.01% 0.07 13.26%
530 p=0.9 3330% 11.80%  0.90 0.13% | 40.49%  7.25% 0.92 0.08%
greedy | 20.85% 31.94% 0.08 1588% | 27.95% 1991% 0.08 16.28%

Factuality Enhanced Language Models for Open-Ended Text Generation, Lee et al., NeurlPS 2022



RQ3: How to mitigate intra-memory conflict?

* |mproving consistency

* |Improving factuality



Improving consistency

Fine-tuning

Arithmetic e e

i
Generator Prompt: :
Write a correct and an 1ncorrect answer ( A . P D .
delimited by ||) to the question: —p| UCICEON q Yya filter Finetune LM 1

T Query Response i
Q: on Diiter Consistenc
. 1 . y
A: 80167 || 98815 C = 1 (Z,2G,YG, TV, YV, €) —_— Finetuned
Filter for LM
. . Validator Validator GV-consistent

Val:l.dator Prompt: | | | RBSHon Yyv bairs .
Verify whether the following computation is LM (c=1) 1
correct. A GV-Consistency GV-Consistency !
Q: . Data Generation Pipeline Finetuning :
A: 80167 : .

The computation is (True/False):

BENCHMARKING AND IMPROVING GENERATOR-VALIDATOR CONSISTENCY OF LMS, Li etal., arXiv 2023
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Improving consistency
Output Ensemble

4 o )
Step 1: generate candidate outputs
CIj"’P()('WI) h azj ~pe(-192) 1
L\ ) U P )
a . . . o
! Step 2: estimate pairwise constraints )
, Examining the divergence of the responses [ Question s
Question [
T . | (x1, x2, ...)
: | e :
: ! 1 . . . 1
Diversifying verbalizations ! | Examining the atypicality
| |:> A |:> . R, Ry : of the input . : —
I E E l‘ ; " : \ : J \ i J contradiction
Equivalent B R: | R Rs /\Rs | /| — > d <
: E \\\ j n /’/ : . ® .
question | | | == | vV Vv Vv Step 3: find optimal assignments
__________________ : (plt P2, ) ( /,[’ ) ) [ \
21
|
(a) Consistency-based Component 1 (b) Verbalization-based Component Rp— —
B+
. ) \ .,
kA = MaxSAT ({(g}, a11), (4, a15), (42, a3y), - . - }, {enty, conty, . .. })j

Enhancing Self-Consistency and Performance of Pre-
Trained Language Models through Natural Language
Inference, Mitchell etal., EMNLP 2022

Knowing What LLMs DO NOT Know: A Simple Yet Effective Self-Detection Method, Zhao etal.,
NAACL 2024
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Improving Factuality

Li41

LLaMA-7B
32nd layer - - F -
A Transformer layer: L times
% Olympia
24th layer eea;il,z' = - — f%"-)*- T €T i
_’A—_-_—_- token —p  ———- @
ear N2 ° rzf‘e
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DOLA: DECODING BY CONTRASTING LAYERS IMPROVES FACTUALITY Inference-Time Intervention:Eliciting Truthful Answers
IN LARGE LANGUAGE MODELS, Chuang etal., ICLR 2022 from a Language Model, Li etal., NeurlPS 2023
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Extended Discussion



Knowledge conflict and Knowledge boundary

 When intra-memory conflict of a knowledge is severe, it means that the
model's mastery of that knowledge is weak

Model Accuracy Consistency Consistent-Acc
majority 23.1£21.0 100.0£0.0 23.1£21.0
BERT-base 45.84+25.6 58.54+24.2 27.0+£23.8
BERT—large 48.1£26.1 61.1+23.0 29.51+26.6
BERT-large-wwm 48.71+25.0 60.9+24.2 29.3+26.9
RoBERTa-base 39.0+£22.8 52.14+17.8 16.4+16.4
RoBERTa-large 43.2+24.7 56.31+20.4 22.5+21.1
ALBERT-base 29.81+22.8 49.8+20.1 16.71+20.3
ALBERT-xxlarge 41.7£24.9 52.14+22.4 23.81£24.8
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Knowledge conflict and Knowledge boundary

 We want the model to be aware of the boundaries of its knowledge

QA Priori Judgement Posteriori Judgement

Dataset LLM

EM F1 Give-up Right/G Right/-G Eval-Right Eval-Acc

NQ Davinci003 26.37 3595 27.17% 13.56% 31.15% 71.27% 46.88%
ChatGPT 30.89 42.14 32.05% 14.63% 38.67% 87.09% 36.85%
TriviaQA Davinci003 69.56 74.03  5.65% 36.59% 71.53% 87.90% 72.05%
ChatGPT 74.77 80.11 12.00%  44.00% 78.97% 92.58% 77.02%
HotpotQA Davinci003 16.62 25.53 35.76% 8.34% 21.23% 69.87% 41.93%
P ChatGPT 17.81 26.35 66.29% 9.76% 33.63% 55.16% 33.13%
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Knowledge conflict and Knowledge boundary

 What can be done when the knowledge boundary is exceeded

Judgemental Prompting QA Prompting QA Evaluation

| [
I I
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| augmented |

) w/o judgement setting EM: 35.79
[ Question | ?. »|Answer > .. 47 68

Retrieval-
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l Memorized in parameters
I = don't use retrieval

What is Kathy " (What is the capital of | Normal Judgement e
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) [ @ | EM: 34.04
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0.8- W unassisted LM . | FREDE
. i ot give up Normal I /
W retrieval- augmented \LI. Seting e
9 I | i
g 0.4 - I Retrieval-augmented : r:gtrtmzl :
g ' [ judgement Answer
: Giyve up | : \
_ | EM: 37.81
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0.0 Not give up augmented : /
101 103 104 10° \.ﬂ)Answer
Popularity !
When Not to Trust Language Models: Investigating Effectiveness of Investigating the Factual Knowledge Boundary of Large Language
Parametric and Non-Parametric Memories, Mallen etal., ACL 2023 Models with Retrieval Augmentation, Ren etal., arXiv 2023
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Misinformation

» |f the context is relevant to the query and correct
* follow the context
e else

* Ignore the context

* Counterfactual learning makes LLMs more susceptible to misinformation?!

* Yes, and other types of context-faithful methods do!
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Knowledge conflict in dataset

* Pretraining dataset is reported to be noisy

 Duplications

 Knowlege conflicts?

% train tokens with % valid with

dupintrain dupinvalid dup in train

C4 7.18% 0.75 % 1.38 %
RealNews 19.4 % 2.61 % 3.37 %
LMI1B 0.76% 0.016% 0.019%
Wiki40B 2.76% 0.52 % 0.67 %

Evaluation dataset

C4 Original
C4 Duplicates
C4 Unique
LM1B

Wiki40B

Training data
s Original
NearDup

mm ExactSubstr

0 5

10

15 20
Perplexity

Deduplicating Training Data Makes Language Models Better, Lee etal., ACL 2022
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Challenges and Future Directions

« ¥ Realistic dataset/evaluation on inter-context conflict for RAG, is it severe
or less of a concern??

* |mpact on downstream applications, the real consequences of knowledge
conflicts in real-world are still under-explored

« ¥ Interplay between the conflicts, e.g., does intra-memory conflict weaken
confirmation bias?
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Future directions

* Finer-grained solution, should we conduct classified discussion in developing
methods that mitigate knowledge conflict?

¥ New solutions, e.g., MOE that resolve knowledge conflicts

* Multilingual, multimodal (knowledge) conflicts

V¥ Interpretable work on intra-memory conflict
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link:classified
link:discussion

Thanks for listening

o arXiv: https://arxiv.org/abs/2403.08319

o GitHub: https://qgithub.com/pillowsofwind/Knowledge-Conflicts-Survey
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