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Background about the survey

• Knowledge Conflicts for LLMs: A Survey


• arXiv: https://arxiv.org/abs/2403.08319 


• GitHub repo: https://github.com/pillowsofwind/Knowledge-Conflicts-Survey (will be 
keep maintained)


• This survey:


• Summarize the works related to the field of knowledge conflict (+ close related areas 
such as misinformation and interpretability works on knowledge)


• Three types of conflicts are discussed


• Causes, analysis, and mitigation are discussed
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Background: origins

• The earliest effort: entity-based 
conflicts


• Background:


• LM as an (implicit) knowledge 
base (2019) 


• What they did: constructing a test 
benchmark and observing model 
behaviors

Entity-Based Knowledge Conflicts in Question Answering, Longpre etal., EMNLP 2021
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Background: early efforts

• Conflict for (OD)QA models

Left: Entity-Based Knowledge Conflicts in Question Answering, Longpre etal., EMNLP 2021

Right: Rich Knowledge Sources Bring Complex Knowledge Conflicts: Recalibrating Models to Reflect Conflicting Evidence, Chen metal. EMNLP 20224



Background: LLM era

• Year 2023 —Current


• Large language models, in-context learning (ICL)


• Retrieval-augmented generation (RAG), Tool-augmented LLMs, LLM agents…


• Why is knowledge conflict important again?


• I: LMs interact with context more often


• II: LMs are larger —> LMs’ knowledge is less likely to be updated in real-time


• III: Growing concern in responsible & safe AI
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Background: closely-related areas

• Example: Temporal gap brings knowledge conflict.

Towards Continual Knowledge Learning of Language Models, Jang etal., ICLR 2022
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Background: closely-related areas

• Example: Misinformation attacks are a type of knowledge conflict.

Left: On the Risk of Misinformation Pollution with Large Language Models, Pan etal., Findings of EMNLP 2023

Right: The Earth is Flat because…: Investigating LLMs’ towards Misinformation via persuasive Conversation, Xu etal., ACL 2024
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Taxonomy

• Three types of conflicts


• Context-memory


• Inter-context


• Intra-memory


• Disclaimer: most of the works 
included in this talk have timestamps 
\ge 2023


• Studies from the ancient past that 
are still applicable are also included
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What to reasearch

• For RAG models, or LLMs interact with context 


• The conflict between context and memory


• The conflict between context 


• a phenomenon worth analyzing and mitigating (practical solution) 

• For vanilla LLMs


• The conflict between memory (parametric knowledge)


• a phenomenon worth investigating (attribute), analyzing and mitigating
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Context-memory conflict
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Research questions

• RQ1: How do models perform under knowledge conflict?


• RQ2: How to mitigate the effect of knowledge conflict?


• Not “How to mitigate knowledge conflict”
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RQ1: How do models perform under knowledge conflict?

• Constructing conflicting context knowledge


• Entity-based replacement


• LLM-generated


• Real-world conflict
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Entity-based replacement

Entity-Based Knowledge Conflicts in Question Answering, Longpre etal., EMNLP 2021
13



Entity-based replacement

Entity-Based Knowledge Conflicts in Question Answering, Longpre etal., EMNLP 2021

Impact on model size Impact on retrieval quality (~ context quality)
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LLM-generated conflicts

Adaptive Chameleon or Stubborn Sloth: Unraveling the Behavior of Large Language Models in Knowledge Clashes, Xie etal., ICLR 2024 
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Real-world conflicts

• Update incorrect parametric knowledge using real conflicting documents. 
(reflects how knowledge conflicts arise in practice)

Studying Large Language Model Behaviors Under Realistic Knowledge Conflicts, Kortukov etal., arXiv 2024 
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Real-world conflicts

Studying Large Language Model Behaviors Under Realistic Knowledge Conflicts, Kortukov etal., arXiv 2024 

Failed updated knowledge is a small subset

The parametric answer of a language model makes knowledge updates more 

likely to fail when it appears in the context document.
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Remarks: model behaviors under conflicts

• Depends on the contextual quality: coherency, convincing of the conflicting 
data


• Depends on the idiosyncracy of knowledge


• entity-centric factual knowledge, commonsense knowledge, etc


• Depends on model size


• Confirmation bias, parametric bias

Long tail knowledge is less memorized

Adaptive Chameleon or Stubborn Sloth: Unraveling the Behavior of Large Language Models in Knowledge Clashes, Xie etal., ICLR 2024 18
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Deeper analysis of knowledge conflicts

• Larger models tend to have a preference to use the answer they have 
memorized.


• Can this be attributed to that the larger model memorizes a fact better?

Characterizing Mechanisms for Factual Recall in Language Models, Yu etal., NAACL 2024
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Deeper analysis of knowledge conflicts

• Memory head vs. context head?

Characterizing Mechanisms for Factual Recall in Language Models, Yu etal., NAACL 2024
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RQ2: How to mitigate the effect of knowledge conflict?

• A similar question: How to mitigate knowledge conflict? 

• Update the parametric knowledge: continual learning and knowledge 
editing.


• Less relevant to our survey 

• RQ2: Once the conflict exists, how to mitigate the (negative) effect of 
knowledge conflict?


• Performance & Benchmarks are omitted since literally no two papers used 
exactly one dataset!!
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Priors

• Contextual knowledge is always correct 

• Close to 90%+ of the cases


• When we use RAG to ``update’’ the knowledge, the updated knowledge should be correct


• Not following context ~ Hallucination?


• Contextual knowledge is not correct


• Misinformation & RAG attacks


• No prior


• Provide disentangled answers
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Solution type I: fine-tuning

• If the context is relevant to the 
query


• follow the context


• else


• ignore the context


• Balance robustness and 
controllability 

Large Language Models with Controllable Working Memory, Li etal., Findings of ACL 2023 
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Solution type I: fine-tuning

• KAFT (Knowledge Aware Fine-Tuning)


• similar to conterfactual training, but 
different…


• for robustness: if the context is 
irrelevant, follow the memory, not the 
ground truth.


• Counterfactual != counter memory

Large Language Models with Controllable Working Memory, Li etal., Findings of ACL 2023 

24



Solution type II: prompting

• Prompting: prompt engineering, not prompt learning

Left: Response Generation with Context-Aware Prompt Learning, Gu etal., arXiv 2021

Right: Context-faithful Prompting for Large Language Models, Zhou etal., Findings of ACL 2023

A simple prompt is enough!
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Solution type II: prompting

Context-faithful Prompting for Large Language Models, Zhou etal., Findings of ACL 2023

While larger LLMs are better at updating memorized answers, they still tend 

to have more memorization due to the larger number of memorized answers

Filtered dataset: they already have knowledge on predicting the original answer 

(correct/ non-counterfactual)

Full dataset: unfiltered?
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Solution type III: decoding

• The distribution of the raw query is 
suppressed, while the distribution of 
the context+query is enhanced!

Trusting Your Evidence: Hallucinate Less with Context-aware Decoding, Shi etal., NAACL 2024
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Solution type III: decoding

• Decoding is everywhere! (Seems only true for academia)

Left: DEXPERTS: Decoding-Time Controlled Text Generation with Experts and Anti-Experts, Liu etal., ACL 2021

Right: Tuning Language Model by Proxy, Liu etal., arXiv 2024
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Solution type IV: manipulating internal stuff

• Memory vs. context: MHA and FFNs.


• Problem to solve: How to effectively locate them? some heuristic..

Cutting Off the Head Ends the Conflict: A Mechanism for Interpreting and Mitigating Knowledge Conflicts in Language Models, Jin. etal., arXiv 2024
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Additional: predict the effectiveness of parametric knowledge

• Let the model just abstain from presenting facts that we 
predict are out of date!


• Fact duration prediction: the task of predicting how 
frequently a given fact changes


•  m = t_M − t_q


• predict d = duration


• if duration <= m, adjust the confidence!


• adjust as p(d<=m) as d can be a distribution


• Interesting work and very solid experiments :)

Mitigating Temporal Misalignment by Discarding Outdated Facts, Zhang etal., EMNLP 2023
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Additional: provide disentangled answers

• Just predict two answers when conflict happens


• Problem to solve: how to ascertain conflict?

Left: DisentQA: Disentangling Parametric and Contextual Knowledge with Counterfactual Question Answering, Neeman etal., ACL2023

Right: Resolving Knowledge Conflicts in Large Language Models, Wang etal., arXiv 2023

 It is often the case that not all pieces of information within a passage are in 
conflict between parametric and conflicting knowledge sources.


It is crucial for LLMs to pinpoint the specific piece of information where these 
conflicts arise.
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Remarks: mitigations to knowledge conflicts

• Mitigation strategies are designed based on the priors


• In most circumstances, we trust the contextual knowledge


• Numerous strategies can be employed to prioritize the contextual answers 
and surpass the memorized knowledge


• Efficiency:


• Prompt and fine-tuning >> all others 
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Inter-context conflict
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Research questions

• Less studied since realistic inter-context conflict is less experienced


• unlike context-memory conflict, which is more of academia-interest


• RQ1: How to detect conflicts within context?


• RQ2: When conflicts exists, what kind of context wins the model’s 
preference?
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RQ1: How to detect conflicts within context?

ContraDoc: Understanding Self-Contradictions in Documents with Large Language Models, Li etal., NAACL 2024
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RQ1: How to detect conflicts within context?

• Dataset creation: creating contradiction 
inside a document


• Find — rewrite — replace/insert


• human verification

ContraDoc: Understanding Self-Contradictions in Documents with Large Language Models, Li etal., NAACL 2024
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RQ1: How to detect conflicts within context?

• Tasks of detecting contradictory


• Task1: Binary judge if a conflict exists


• Task2: Given a document with a self-contradiction, we ask the model to 
select the five most probable sentences that indicate the self-contradiction 
and rank them from high to low probability


• GPT4 performs the best overall

ContraDoc: Understanding Self-Contradictions in Documents with Large Language Models, Li etal., NAACL 2024
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RQ1: How to detect conflicts within context?

• Task3: Judge-then-Find (attribute)


• For the binary judgment task, If the answer is Yes, the model also needs to 
provide supporting evidence by quoting sentences that can indicate the self-
contradiction

ContraDoc: Understanding Self-Contradictions in Documents with Large Language Models, Li etal., NAACL 2024
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RQ2: What kind of context wins the model’s preference?

• The question itself has a non-fixed 
answer


• The evidence documents are 
conflicting


• Assess what kind of RAG 
documents the LLM prefer 

What Evidence Do Language Models Find Convincing?, Wan., NAACL 2024
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RQ2: What kind of context wins the model’s preference?

• LLMs rely on relevancy, not 
stylistic features


• add more info, and rewrite tech. 
language


• Stylistic changes—inspired by 
factors that influence humans—
have a neutral or even negative 
effect on models.

What Evidence Do Language Models Find Convincing?, Wan., NAACL 2024
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RQ2: What kind of context wins the model’s preference?

• Search Engine Optimization (SEO)


• What kind of RAG docs is more like to convince LLMs? 


• Retrieval


• What kind of documents is more like to be retrieved


• Retrieved && preferred docs will most influence the RAG LLMs!


• Conclusion: LLMs tend to over-index on relevancy


• simply increase amount of n-gram overlap between the question and the doc
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Intra-memory conflict
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Research questions

• RQ1: How LLMs with intra-memory conflict will behave?


• RQ2: Why do LLMs exhibit self-contradiction?


• RQ3: How to mitigate intra-memory conflict?
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RQ1: How LLMs with intra-memory conflict will behave?

• Self-inconsistency


• Cross-lingual inconsistency
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• When confronted with inputs that have the same semantics but different 
forms of expression, the model will exhibit inconsistent outputs

Self-inconsistency

Measuring and Improving Consistency in Pretrained Language Models, Elazar etal., ACL 2021
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• There is an inconsistency between generating and validating an answer in 
LLMs

Self-inconsistency

BENCHMARKING AND IMPROVING GENERATOR-VALIDATOR CONSISTENCY OF LMS, Li etal., arXiv 2023
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• When the same question is asked in different languages, LLMs may give 
different answers

Cross-lingual inconsistency

Cross-Lingual Consistency of Factual Knowledge in Multilingual Language Models, Qi etal., EMNLP 2023
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RQ2: Why do LLMs exhibit self-contradiction?

• Inconsistency in training corpora


• Decoding strategy


• Knowledge editing
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Inconsistency in Training Corpora

A Survey on Hallucination in Large Language Models: Principles, Taxonomy, Challenges, and Open Questions, Huang etal., arXiv 2023

• Misinformation


• Outdated information
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Decoding Strategy

• Top-p decoding strategy


• Top-k decoding strategy
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Knowledge Editing

Editing Large Language Models: Problems, Methods, and Opportunities, Yao etal., EMNLP 2023
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RQ2: Why do LLMs exhibit self-contradiction?

• Inconsistency in training corpora is the fundamental factor


• Decoding strategy indirectly contributes to exacerbating the conflict


• Knowledge editing can inadvertently introduce conflicting information
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Remarks: Intra-memory conflict v.s. Hallucination

• The larger the model scale, the more the model tends to memorize the 
training data


• Shift LLMs from generalization to memorization (nurse-female)

Memorization

PaLM: Scaling Language Modeling with Pathways, Chowdhery etal., JMLR 2023
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Remarks: Intra-memory conflict v.s. Hallucination

• PLMs generate the missing factual words more by the positionally close 
and highly co-occurred words than the knowledge-dependent words

Knowledge Shortcut

How Pre-trained Language Models Capture Factual Knowledge? A Causal-Inspired Analysis, Li etal., ACL 2022
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Remarks: Intra-memory conflict v.s. Hallucination

• LLMs are vulnerable to the co-occurrence bias


• LLMs struggle to recall facts whose subject and object rarely co-occur in 
the pre-training dataset although they are seen during finetuning

Knowledge Shortcut

Impact of Co-occurrence on Factual Knowledge of Large Language Models, Kang and Choi., JMLR 2023
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Remarks: Intra-memory conflict v.s. Hallucination

• Stochastic sampling methods like top-p decoding cause higher generation 
diversity and less repetition, while also being more likely to generate 
unrealistic answers

Decoding strategy

Factuality Enhanced Language Models for Open-Ended Text Generation, Lee et al., NeurIPS 2022
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RQ3: How to mitigate intra-memory conflict?

• Improving consistency


• Improving factuality
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Improving consistency
Fine-tuning

BENCHMARKING AND IMPROVING GENERATOR-VALIDATOR CONSISTENCY OF LMS, Li etal., arXiv 2023
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Improving consistency
Output Ensemble

Enhancing Self-Consistency and Performance of Pre-
Trained Language Models through Natural Language 

Inference, Mitchell etal., EMNLP 2022

Knowing What LLMs DO NOT Know: A Simple Yet Effective Self-Detection Method, Zhao etal., 
NAACL 2024 

59



Improving Factuality

DOLA: DECODING BY CONTRASTING LAYERS IMPROVES FACTUALITY 
IN LARGE LANGUAGE MODELS, Chuang etal., ICLR 2022

Inference-Time Intervention:Eliciting Truthful Answers 
from a Language Model, Li etal., NeurIPS 2023
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Extended Discussion
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Knowledge conflict and Knowledge boundary

• When intra-memory conflict of a knowledge is severe, it means that the 
model's mastery of that knowledge is weak

Measuring and Improving Consistency in Pretrained Language Models, Elazar etal., ACL 2021

62



Knowledge conflict and Knowledge boundary

• We want the model to be aware of the boundaries of its knowledge

Investigating the Factual Knowledge Boundary of Large Language Models with Retrieval Augmentation, Ren etal., arXiv 2023
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Knowledge conflict and Knowledge boundary

• What can be done when the knowledge boundary is exceeded

When Not to Trust Language Models: Investigating Effectiveness of 
Parametric and Non-Parametric Memories, Mallen etal., ACL 2023

Investigating the Factual Knowledge Boundary of Large Language 
Models with Retrieval Augmentation, Ren etal., arXiv 2023
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Misinformation

• If the context is relevant to the query and correct


• follow the context


• else


• ignore the context


• Counterfactual learning makes LLMs more susceptible to misinformation?!


• Yes, and other types of context-faithful methods do!
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Knowledge conflict in dataset

• Pretraining dataset is reported to be noisy


• Duplications


• Knowlege conflicts?

Deduplicating Training Data Makes Language Models Better, Lee etal., ACL 2022
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Challenges and future direction
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Challenges and Future Directions

• ❤  Realistic dataset/evaluation on inter-context conflict for RAG, is it severe 
or less of a concern?


• Impact on downstream applications, the real consequences of knowledge 
conflicts in real-world are still under-explored


• ❤ Interplay between the conflicts, e.g., does intra-memory conflict weaken 
confirmation bias?
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Future directions

• Finer-grained solution, should we conduct classified discussion in developing 
methods that mitigate knowledge conflict?


• ❤ New solutions, e.g., MOE that resolve knowledge conflicts


• Multilingual, multimodal (knowledge) conflicts


• ❤ Interpretable work on intra-memory conflict
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Thanks for listening
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• arXiv: https://arxiv.org/abs/2403.08319 


• GitHub: https://github.com/pillowsofwind/Knowledge-Conflicts-Survey

https://arxiv.org/abs/2403.08319
https://github.com/pillowsofwind/Knowledge-Conflicts-Survey

